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Abstract: Our research is focused on distinguish between spam and non spam. The whole procedure is focused on 

reducing error rate of data being misclassified. Rather than the previous researches where there were issues of 

classification error, we are going to modify the classification techniques through which better results and minimal error 

rates are found. This will augment system performance too. 
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I. INTRODUCTION 
 

E-mail is the method which exchanges the digital message 

from its source to destination. Email has many advantages 

but it has disadvantages too like spam means unwanted 

and unknown people can send message. So that’s why 

email filtering is needed. Filtering means systematize e-

mail according to its exact criteria. There are many types 

of filtering like blacklist filtering, white list filtering, word 

based filtering, heuristic filtering and Bayesian filtering 

but Bayesian filtering is the powerful technique and also 

the bright solution to fight with spam mails nowadays. 

Email filtering provides many benefits like: 

Deal with the service, Improve efficiency, Reduce 

communication load, Avoid investment, Improve 

reliability, Increase safety measures and Mitigates 

liability. 

Data Mining Data mining means extracting or “mining” 

knowledge from large amount of data There are many 

other terms carrying a similar or slightly different meaning 

to data mining, such as data pattern analysis, data 

archaeology and data dredging and data mining is also 

used as the term knowledge discovery. 
 

II.  PROBLEM FORMULATION 
 

Many researchers have done work on spam detection. 

Previously, spam classification is done on many datasets 

by using different algorithm and it was found that Random 

Forest algorithm is best suitable for the same. But there are 

some disadvantages related to this algorithm. These are: 
 

1. Long hierarchal tree may make the algorithm slow for 

real-time prediction. 

2. This algorithm is not suitable for less number of dataset 

due to longer execution time. 

3. Hard to understand 

I provide the improved version by reducing the 

misclassification. In this work a proposed method is used 

to vanish above problem.  

This method includes two algorithms. These algorithms 

are: 

1. Naive Bayes Classifier 

2. Decision tree 

III.  RESEARCH METHODOLOGY 
 

 
 

Figure 1 Flow chart of methodology 

 

IV.   METHODOLOGY STEPS 
 

 Step1 Import the data sets 

Step2 Apply different classifications 

Step3 Find out the bad sectors for both methods 

Step4 Calculate the re substitution error for both methods 

Step 5 Calculation cross validation error for method 2 and 

calculate the best level then calculate the cost 
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Step 6 Compare the results of both the methods 

Step 7 Show the best result 
 

V. RESULTS AND DISCUSSION 
 

 
 

Figure 2.1 Decision tree based evaluation 
 

The evaluation of the tree results into set of variables 

Grp  name = 1066 node = 1066 when dataset = 150 and fig 

4.1 depicts the decision tree based evaluation  which 

shows the  spam and non spam mails. 
 

 
 

Figure 2.2 General classification of the email dataset 
 

The above figure shows the general classification of 

datasets and also shows which one is spam or non spam. 
 

Number of misclassification = 20 

Re substitution error rate = 20/150 

= 0.133 

Cross validation error rate = 0.2533 

 
 

Table3. Display of Decision tree classification against 

original dataset 
 

 
 

Figure 2.3 plotting the best choice 
 

In this case the cost of the nodes were calculated and on 

the basis of this the best choice for the node is determined 
 

cost = 

    0.2733 

    0.2467 

    0.1933 

    0.2067 

    0.4667 

Se cost = 

    0.0362 

    0.0347 

    0.0305 

    0.0306 

    0.0407 

N term nodes = 

    16 

     7 

     3 

     2 

     1 

Re sub cost = 

    0.1333 

    0.1600 

    0.1867 

    0.2067 

    0.5000 

Best level =3  
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Figure 2.4 Best Level using Decision Tree classification 
 

Therefore the final cost of the best level=cost 

(bestlevel+1) = 0.2067 
 

 
 

Figure 2.5 Classification plotted using decision tree 

classifier 
 

The above figure illustrates the improved version in 

which spam and non spam e-mails are filtered. 
 

VI.  CONCLUSION 
 

In our research, we have focused our work on further 

filtration of email data. We have calculated the linear re-

substitution error, quadratic re-substitution error and 

cross validation error and compared them. We have 

implemented Naïve Bayes algorithm as well as decision 

tree algorithm. In previous research, author had worked 

on Random Forest algorithm. But there are some 

disadvantages of Random Forest because of which, we 

have worked on decision tree to diminish the limitations. 

We have successfully found out the misclassified mails 

and compared all of them. 
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